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ABSTRACT
Using implicit feedback collected from user clicks as training labels
for learning-to-rank algorithms is a well-developed paradigm that
has been extensively studied and used in modern IR systems. Using
user clicks as ranking features, on the other hand, has not been fully
explored in existing literature. Despite its potential in improving
short-term system performance, whether the incorporation of user
clicks as ranking features is beneficial for learning-to-rank systems
in the long term is still questionable. Two of the most important
problems are (1) the explicit bias introduced by noisy user behavior,
and (2) the implicit bias, which we refer to as the exploitation bias,
introduced by the dynamic training and serving of learning-to-
rank systems with behavior features. In this paper, we explore the
possibility of incorporating user clicks as both training labels and
ranking features for learning to rank. We formally investigate the
problems in feature collection and model training, and propose a
counterfactual feature projection function and a novel uncertainty-
aware learning to rank framework. Experiments on public datasets
show that rankingmodels learnedwith the proposed framework can
significantly outperform models built with raw click features and
algorithms that rank items without considering model uncertainty.

CCS CONCEPTS
• Information systems→ Learning to rank.
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1 INTRODUCTION
Ranking is a core component of many Information Retrieval (IR)
applications. Among different types of ranking techniques, learning
to rank (LTR) [36], which ranks items by building ranking functions
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withmachine learning (ML) models, is one of the most popular rank-
ing frameworks in modern IR systems. With recent advances on
ML models such as gradient boosting machines [27] and deep learn-
ing techniques [30], LTR algorithms have dramatically improved
the retrieval performance of search engines and recommendation
systems. However, this also increases the need for labeled data. As
collecting large-scale explicit relevance annotations is expensive
and prohibitive in many applications, implicit feedback extracted
from user behavior data has been widely used for training LTRmod-
els [33]. For example, previous studies [5, 34, 59] have shown that
effective LTR models can be learned directly from training labels
constructed with user clicks and unbiased learning techniques.

As user clicks have been well recognized as good alternatives
for explicit relevance labels in practice [61], a natural question is:
can we use user clicks as ranking features for LTR models as well?
In fact, many industrial IR systems have already considered user
clicks as important input signals for their LTR models [14]. For ex-
ample, Agichtein et al. [3] have shown that, by incorporating user
clicks as behavior features to ranking systems, they can improve
the performance of competitive web search ranking algorithms by
as much as 31% relative to the original performance. Because user
behaviors are direct indicators of result utility from the user’s per-
spective [59], theoretically speaking, no other features can reflect
result relevance better than the behavior signals collected from the
user themselves.

Nonetheless, whether the incorporation of user behavior fea-
tures would benefit or hurt the overall quality of LTR systems is
still controversial. While the superior performance of LTR mod-
els with behavior features has been broadly observed in ranking
experiments with short-term evaluation metrics (e.g., nDCG and
click-through rates), it is also recognized that directly using user
clicks as ranking features could bring destructive damage to re-
trieval quality in the long term. To the best of our knowledge, there
are two reasons why incorporating user behavior features could be
problematic in practice.

First, user clicks are noisy. User studies have found that web
search users tend to examine and click results on top of search
engine result pages (SERPs) despite the actual utility of those results
(i.e., the position bias [33] and trust bias [60]). Without proper
treatment, incorporating clicks as features will enhance the effect
of click bias on LTR models and eventually drive them to rank items
according to their previous rankings but not their actual relevance.

https://doi.org/10.1145/nnnnnnn.nnnnnnn
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The second reason, which is more important, is that the incorpo-
ration of clicks as features would create a new type of bias into the
input data directly. For example, because behavior features usually
have high correlations with the training labels in LTR (especially
when we use user clicks as the training labels), such features could
easily overwhelm other features in training and dominate model
outputs. In practice, behavior features can be collected only for old
items that have been shown to users previously, and we cannot
extract the same feature accurately for new items since we haven’t
explore and show them to users yet. Without proper treatments, the
training of LTR models with behavior features could easily overex-
ploit known information and produce ranking models that always
prefer old items over new ones. This makes new items more difficult
to be explored and creates a vicious spiral that forever prevents
them from being shown to users. While certain bias in LTR labels
(e.g., selection bias [39, 59]) could be alleviated with post-processing
or non-behavior features (as shown in Section 6.2.3), the above bias
in ranking features, which we refer to as the exploitation bias, is
a more fundamental problem that is coupled with the dynamic
training and serving of LTR systems.

In this paper, we address the problems above with new feature
collection and ranking exploration algorithms for LTR. Specifically,
inspired by unbiased learning to rank [2, 55], we first propose to re-
solve the noise in click features with counterfactual affine functions
and discuss multiple paradigms to incorporate unbiased behavior
features in LTR systems. After that, we propose to address the
exploitation bias in LTR with a novel uncertainty-aware learning
to rank algorithm. Collecting click features for previously unseen
items requires exploration in ranking, but myopically exploring
new items is also undesirable because (1) it could significantly hurt
user experience, and (2) there is no trivial method to decide whether
an item is well-explored or still under-explored. Based on these
observations, we propose to conduct ranking exploration based on
the uncertainty of LTR models on each candidate item. The intu-
ition is that we should explore an item and let users interact with it
when our model is uncertain about the item’s utility, and gradually
reduce its chance of exploration when we gain more confidence in
our prediction. To demonstrate the effectiveness of the proposed
algorithms, we conducted experiments on public LTR datasets with
synthetic clicks. We simulated the process of click feature collection
and new item discovery to evaluate the long-term ranking perfor-
mance of each method. Experiments show that our unbiased feature
affine functions and uncertainty-aware learning-to-rank algorithm
can significantly outperform both baselines that use raw clicks as
features and models that conduct exploration without considering
uncertainty in ranking.

2 RELATEDWORK
In general, there are three lines of research that directly relate to this
paper, that are behavior features in LTR, unbiased/online learning
to rank, and uncertainty in ranking.

Behavior features in LTR. User behavior signals have been
treated as important indicators for result relevance in IR [10]. With
the emergence of the internet and large-scaleWeb search engines in
1990s, using user behaviors and feedback to improve retrieval per-
formance has gradually become a popular paradigm for modern IR

systems. For example, Agichtein et al. [3] incorporated user clicks
as features and significantly improved the ranking performance of a
commercial IR system. Ferro et al. [25, 26] and Macdonald et al. [37]
showed that user behavior features can significantly improve upon
an effective learned model without behavior features. Usta et al.
[54] also showed that ranking models trained with features based
on user behavior can outperform various baselines based on ad-
hoc retrieval functions on education search engines. Nonetheless,
despite the popularity of behavior features, few studies have for-
mally discussed the effect of user clicks as behavior features in LTR.
As shown in this paper, incorporating behavior features without
proper treatments could hurt the effectiveness of LTR systems by
amplifying the problem of overexploitation and overfitting. Some
strategies were proposed to alleviate the problem by predicting
behavior features with non-behavior features [31]. Unfortunately,
these methods cannot address the problem because the predictions
usually suffer from significant errors, and the models they create
are theoretically the same to the LTR models without behavior
features, which were shown to be suboptimal [3, 25, 26].

Unbiased and Online LTR. In contrast to the discussion of
how to use clicks as ranking features, the analysis of how to use
user clicks as training labels for LTR, on the other hand, has been
extensively studied in the last decade [6, 7, 53]. The major focus
of these studies is how to effectively learn unbiased LTR models
by training them with biased click signals [32, 33]. Specifically, the
studies of how to actively remove biases in labels through online
interpolations (i.e., online LTR) and how to address click bias from
theoretical perspectives (i.e., unbiased LTR) have received consid-
erable attention. For example, previous studies have developed
different strategies to explore result relevance with bandit learn-
ing [48, 49, 56–58, 63] or stochastic ranking sampling [38] in online
LTR systems. To train LTR models with offline click logs, causal
analysis techniques such as counterfactual learning [1, 4, 34, 40, 62]
have also been widely adopted in extracting unbiased training ob-
jectives for LTR. In contrast to existing studies that only treat user
clicks as training labels in unbiased/online LTR, in this paper, we
explore and analyze the effect of using click data as both features
and labels for LTR.

Uncertainty in Ranking. Model uncertainty has been widely
studied in the community of ML and statistics [16, 23, 28]. In IR,
one of the first studies that use model uncertainty for ranking is
proposed by Zhu et al. [64], in which they use the variance of a
probabilistic language model as a risk-based factor to improve the
performance of retrieval models. Instead of optimizing ranking
performance directly, there are also studies that use model uncer-
tainty to improve query performance prediction [46, 50] and query
cutoff prediction [19, 35]. Recently, as neural retrieval models have
become popular in modern IR systems, uncertainty estimation tech-
niques for deep learning models have been introduced into the
studies of neural IR [17, 42]. It has been shown that model un-
certainty in neural networksc can help us better understand and
analyze the behaviors of neural rankers, such as BERT-based mod-
els [21]. In contrast to previous studies, in this paper, we propose
to use model uncertainty for ranking exploration in LTR. Instead
of optimizing short-term ranking metrics directly, our proposed
uncertainty-aware LTR algorithm can collect high quality behavior
features and build effective ranking models at the same time.
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3 PROBLEM FORMULATION
In this section, we formally describe the problem of learning to
rank with implicit user feedback as well as the hypothesis we used
to build and analyze the proposed methods in theory. Specifically,
let 𝑞 be a query, 𝑑 be a candidate document/item to be ranked,
and 𝑥 be the feature vector of (𝑞, 𝑑). Given a specific dataset 𝑄 ,
the goal of learning to rank is to construct a ranking function 𝑓
(parameterized by 𝜃 ) that minimizes a ranking loss L(𝑄) defined
over the predicted relevance of each document, i.e., 𝑓 (𝑥 |𝑑, 𝑞, 𝜃 ), and
the actual relevance of each document, i.e., 𝑃 (𝑅 = 1|𝑞, 𝑑), as

L(𝑄) = 1
|𝑄 |

∑︁
𝑞∈𝑄

∑︁
𝑑∈𝜋𝑞

𝑙 (𝑓 (𝑥 |𝑑, 𝑞, 𝜃 ), 𝑃 (𝑅 = 1|𝑞, 𝑑)) (1)

where 𝜋𝑞 is the ranked list of documents created by 𝑓 (𝑥 |𝑑, 𝑞, 𝜃 ).
Depending on how we evaluate the quality of ranked lists, the local
loss function 𝑙 can be defined with different weighting schemes
according to the relevance and position of the document in 𝜋𝑞 .

Ideally, 𝑃 (𝑅 = 1|𝑞, 𝑑) should be inferred from explicit user feed-
back such as relevance annotations, but this is often infeasible due
to the prohibitive costs of collecting large-scale explicit feedback.
Therefore, a popular way to address the problem is to replace ex-
plicit feedback with implicit feedback such as user clicks to build
and train learning-to-rank models. However, user clicks often suf-
fer from several types of noise and biases in practice, the most
well-known two of which are the position bias [18] and the trust
bias [33]. The position bias refers to the tendency of users towards
examining documents at higher positions. And the trust bias de-
scribes the tendency of users towards trusting the quality of ranking
systems and clicking the results without checking about their ac-
tual relevance. Formally, let 𝐶 and 𝐸 be the Bernoulli variables
representing whether a user has clicked or examined a document,
respectively. Following a common examination hypothesis used in
previous studies [2, 55], the probability of a document being clicked
can be formulated as

𝑃 (𝐶 =1|𝑑, 𝑞, 𝑘)=𝑃 (𝐸=1|𝑘)
(
𝑃 (𝐶 =1|𝑅=1, 𝐸=1)𝑃 (𝑅=1|𝑑, 𝑞)

+ 𝑃 (𝐶 =1|𝑅=0, 𝐸=1)𝑃 (𝑅=0|𝑑, 𝑞)
) (2)

where 𝑘 is the position of 𝑑 in 𝑞 when presented to users. For-
tunately, many methods have already been proposed to estimate
position bias and trust bias in practice [2, 5, 34, 55, 59]. Thus, for
the simplicity of theoretical analysis, we assume that 𝑃 (𝐸 = 1|𝑘),
𝑃 (𝐶 =1|𝑅=1, 𝐸=1), and 𝑃 (𝐶 =1|𝑅=0, 𝐸=1) are known in advance.

Similar to previous studies [7, 33], the goal of this paper is to con-
struct LTR models directly from user clicks to improve relevance
ranking. However, to the best of our knowledge, most existing stud-
ies on unbiased and online learning to rank with implicit feedback
only use user clicks as supervision signals (i.e., labels) [34, 38–
40, 59]. They simply assume that the feature vectors of documents
(i.e., 𝑥 ) are static and extracted independently of the labels. In con-
trast, we believe that a natural paradigm in practice is to incorporate
click signals as a part of the ranking features for LTR directly. We
refer to the static and click-independent features as non-behavior
features (i.e., 𝑥𝑛𝑏 ) and the features constructed from user clicks
as behavior features (i.e., 𝑥𝑏 ). Our goal is to construct better LTR
models by simultaneously using click data as labels and features.

4 REPRESENTING CLICKS AS FEATURES
We now describe how to collect and use user clicks as behavior
features for LTR. In contrast to non-behavior features such as term
matching scores [45], behavior features are dynamically collected
in online services and subject to significant user noise. Therefore,
how to design and use click-based features is an important problem
in modern IR systems. In this work, we collect click features dynam-
ically during the training and serving of LTR systems. Inspired by
the studies of unbiased learning to rank, we propose a theoretically
principled method to debias click features and discuss different
paradigms to incorporate them into LTR frameworks.

4.1 Click Collection and System Update
Previous studies [3, 44] often assume that behavior features are
collected beforehand and independent of the construction of LTR
models. This assumption is problematic because, in real-world ap-
plications, LTR systems can directly control the distribution of
results presented to users and significantly affect when and where
we can collect click data. Therefore, in this paper, we formulate
the problem with a more realistic setting by assuming that click
features are dynamically collected together with the training and
serving of LTR systems.

Suppose that our system receives and processes one query ses-
sion at each time step. At each time step 𝑡 , the user issues query 𝑞𝑡 ,
and then the ranking system selects documents from candidate set
𝐷𝑞𝑡 , displays ranking 𝜋𝑡 , and collects clicks 𝑐𝑡 on 𝜋𝑡 . Since updating
features and ranking models at each time step is often prohibitive
in practice [7], a common paradigm to develop LTR systems is to
first serve an initial LTR model to users, collect user interactions for
a time period, and then use the collected clicks to update the online
system. Assuming that the LTR system will be updated at time step
𝑇 , we need to extract behavior features and update models with a
set of click data collected over 𝑇 time steps as

D = {(𝑞𝑡 , 𝐷𝑞𝑡 , 𝜋𝑡 , 𝑐𝑡 )}𝑇𝑡=1 (3)

Note that even for the same query/user, the candidate set 𝐷𝑞𝑡 and
𝜋𝑡 could change from time to time when new documents are intro-
duced to the database. By formulating the problem in this way, we
aim to better analyze and model data dynamics in practical ranking
scenarios.

4.2 Unbiased Behavior Feature Extraction
One of the most straightforward methods to extract click-based be-
havior features is to compute the probability of clicking a document
with its cumulated clicks and impressions, e.g., clickthrough rate
(CTR). However, the naive CTR of a document doesn’t directly re-
flect document relevance due to the biases in click data. For example,
we can derive the CTR of a (𝑞, 𝑑) pair from Eq. (2) as

𝑃 (𝐶 = 1|𝑑, 𝑞, 𝑘) = 𝛼𝑘𝑃 (𝑅 = 1|𝑑, 𝑞, 𝑘) + 𝛽𝑘 (4)

where we have
𝛼𝑘 =𝑃 (𝐸=1|𝑘) ∗ (𝑃 (𝐶 =1|𝑅=1, 𝐸=1) − 𝑃 (𝐶 =1|𝑅=0, 𝐸=1))
𝛽𝑘 =𝑃 (𝐸=1|𝑘) ∗ (𝑃 (𝐶 =1|𝑅=0, 𝐸=1)) (5)

Because 𝛼𝑘 and 𝛽𝑘 could vary significant based on the document
position 𝑘 , 𝑃 (𝐶 = 1|𝑑, 𝑞, 𝑘) cannot be used as a direct replacement
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of 𝑃 (𝑅 = 1|𝑑, 𝑞, 𝑘). This means that the naive CTR of documents is
a biased estimation of document relevance.

Inspired by recent advances in unbiased learning to rank [2, 34,
55], we propose to adopt an affine function over clicks to extract
unbiased click features. Specifically, given D, the probability of a
document being clicked in spite of its position can be computed as

𝑃 (𝐶 =1|𝑑, 𝑞)= 1
𝑇𝑑

𝑇∑︁
𝑡=1

𝑞𝑡=𝑞,𝑑 ∈𝜋𝑡

(
𝛼𝑅𝑛𝑘 (𝑑,𝜋𝑡 )𝑃 (𝑅=1|𝑑, 𝑞)+𝛽𝑅𝑛𝑘 (𝑑,𝜋𝑡 )

)
=

1
𝑇𝑑

(
𝐶𝑢𝑚𝑇 [𝛼𝑑,𝑞]𝑃 (𝑅=1|𝑑, 𝑞) +𝐶𝑢𝑚𝑇 [𝛽𝑑,𝑞]

) (6)

where 𝑅𝑛𝑘 (𝑑, 𝜋𝑡 ) is the position of 𝑑 in the ranked list 𝜋𝑡 , and

𝑇𝑑 =

𝑇∑︁
𝑡=1

𝑞𝑡=𝑞,𝑑 ∈𝜋𝑡

1, 𝐶𝑢𝑚𝑇 [𝛼𝑑,𝑞]=
𝑇∑︁
𝑡=1

𝑞𝑡=𝑞,𝑑 ∈𝜋𝑡

𝛼𝑅𝑛𝑘 (𝑑,𝜋𝑡 )

𝐶𝑢𝑚𝑇 [𝛽𝑑,𝑞] =
𝑇∑︁
𝑡=1

𝑞𝑡=𝑞,𝑑∈𝜋𝑡

𝛽𝑅𝑛𝑘 (𝑑,𝜋𝑡 )

(7)

As discussed in previous studies [2, 59], 𝛼 and 𝛽 can be estimated
through online experiments in advance. Thus, following the idea
of affine estimators proposed by Vardasbi et al. [55], we can extract
behavior feature 𝑥𝑏 at time𝑇 with an affine click probability of 𝑑 as

Δ𝑇 (𝑑 |𝑞)=
𝐶𝑢𝑚𝑇 [𝐶𝑑,𝑞]−𝐶𝑢𝑚𝑇 [𝛽𝑑,𝑞]

𝐶𝑢𝑚𝑇 [𝛼𝑑,𝑞]
,𝐶𝑢𝑚𝑇 [𝐶𝑑,𝑞] =

𝑇∑︁
𝜏=1

𝑞𝑡=𝑞,𝑑∈𝜋𝜏

𝑐𝜏 (𝑑) (8)

where 𝑇 is the most recent feature updating time step. In practice,
updating ranking systems in real time is often prohibitive. There-
fore, we assume that features and models are updated periodically
and the behavior feature 𝑥𝑏 computed at 𝑇 is fixed and used in
future time steps till the next periodic system update.

The affine click probability Δ𝑇 (𝑑 |𝑞) is an unbiased estimation of
𝑃 (𝑅=1|𝑑, 𝑞) given D as

E𝑐 [Δ𝑇 (𝑑 |𝑞)]=
E𝑐

[
𝐶𝑢𝑚[𝐶𝑑,𝑞]

]
−𝐶𝑢𝑚[𝛽𝑑,𝑞]

𝐶𝑢𝑚[𝛼𝑑,𝑞]

=

E𝑐
[ ∑𝑇

𝑡=1
𝑞𝑡=𝑞,𝑑 ∈𝜋∗

𝑡

𝐶𝑅𝑛𝑘 (𝑑,𝜋𝑡 )
]
−𝐶𝑢𝑚[𝛽𝑑,𝑞]

𝐶𝑢𝑚[𝛼𝑑,𝑞]

=

∑𝑇
𝑡=1

𝑞𝑡=𝑞,𝑑 ∈𝜋∗
𝑡

𝑃 (𝐶 =1|𝑑, 𝑞, 𝜋𝑡 ) −𝐶𝑢𝑚[𝛽𝑑,𝑞]

𝐶𝑢𝑚[𝛼𝑑,𝑞]

=

∑𝑇
𝑡=1

𝑞𝑡=𝑞,𝑑 ∈𝜋∗
𝑡

(
𝛼𝑅𝑛𝑘 (𝑑,𝜋𝑡 )𝑃 (𝑅=1|𝑑, 𝑞)+𝛽𝑅𝑛𝑘 (𝑑,𝜋𝑡 )

)
−𝐶𝑢𝑚[𝛽𝑑,𝑞]

𝐶𝑢𝑚[𝛼𝑑,𝑞]

=
𝐶𝑢𝑚[𝛼𝑑,𝑞]𝑃 (𝑅=1|𝑑, 𝑞) +𝐶𝑢𝑚[𝛽𝑑,𝑞] −𝐶𝑢𝑚[𝛽𝑑,𝑞]

𝐶𝑢𝑚[𝛼𝑑,𝑞]
=𝑃 (𝑅=1|𝑑, 𝑞)

(9)

Note that the above equation is satisfied when 𝐶𝑢𝑚𝑇 [𝛼𝑑,𝑞] > 0,
which means that 𝑑 has been shown to users in D. However, it
is unrealistic to expect every document to have 𝐶𝑢𝑚𝑇 [𝛼𝑑,𝑞] > 0

when we can only show a limited number of documents in each
session. Thus, we set a default value for Δ𝑇 (𝑑 |𝑞) (e.g., -2)1 when
𝐶𝑢𝑚𝑇 [𝛼𝑑,𝑞] = 0.

In contrast to the relevance estimator constructed based on how
documents and clicks were collected in the previous ranking system
(i.e., the logging policy) [40], our affine estimator is logging-policy-
oblivious since it requires no prior knowledge on the logging policy.
This is particularly important because, in many cases, we don’t have
a stationary logging policy in online systems. For example, when
new documents are constantly introduced into the candidate sets,
the probability of giving the same ranked list could be different at
different time steps. As shown in Section 6, our models with affine
click features can significantly outperform models with naive CTR
despite the updates of ranking models and the introduction of new
documents in online inferences.

4.3 Behavior Feature Incorporation
The final step of feature processing is feeding the features to an
actual LTR system and building models accordingly. In this paper,
we discuss three paradigms for behavior feature incorporation in
LTR, namely ranking without behavior features, user feedback as
regular features, and, user feedback as independent evidence.

4.3.1 Ranking without Behavior Features. The first paradigm,which
is also one of the most popular paradigms used in academic studies,
is to build LTR models without any features extracted from user
interactions. In other words, the ranking function 𝑓 would be built
purely based on non-behavior features 𝑥𝑛𝑏 such as query-document
similarity scores (e.g., BM25), document quality scores (e.g., PageR-
ank) [43], etc. Formally, we refer to the model built with D under
this paradigm as

𝑓𝑤/𝑜 (𝑑, 𝑞, 𝜃𝑇 ) = 𝑓 (𝑥𝑛𝑏 |𝑑, 𝑞, 𝜃𝑇 ) (10)

where 𝜃𝑇 is the parameter of 𝑓 after training with D. The advan-
tages of such a paradigm is that all the features can be extracted
beforehand and fixed during the training and serving of LTR mod-
els. However, as our goal is to investigate the possibility of using
behavior features for LTR, this paradigm is mainly served as a
baseline in this paper.

4.3.2 User Feedback as Regular Features. The second paradigm to
incorporate click features in LTR is to treat them in the same way
with other regular features. Formally, we have

𝑓𝑅 (𝑑, 𝑞, 𝜃𝑇 ) = 𝑓 ( [𝑥𝑛𝑏 , 𝑥𝑏 ] |𝑑, 𝑞, 𝜃𝑇 ) (11)

where [𝑥𝑛𝑏 , 𝑥𝑏 ] represents the concatenation of non-behavior fea-
tures 𝑥𝑛𝑏 and behavior feature 𝑥𝑏 . As most existing LTR models
such as regression trees [15] and neural networks [4, 11, 12] have
the ability to automatically adapt and use input features without
knowing their structures and meanings, this paradigm is one of the
most natural methods to extend LTR models with new features. It
has been widely used in IR industry. Specifically, we could either
use CTR or Δ𝑇 (𝑑 |𝑞) as 𝑥𝑏 in Eq. (11).

1Note that Δ𝑇 (𝑑 |𝑞) could be negative and -2 is smaller than the minimum value of
Δ𝑇 (𝑑 |𝑞) that we have observed in our experiments.
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4.3.3 User Feedback as Independent Evidence. While the incorpo-
ration of behavior features as regular features is appealing, it could
also introduce severe over-fitting problems to model training when
click data are used to extract both labels and features for LTR. For
example, previous studies on unbiased learning to rank derive loss
functions directly from click data. When we use clicks as behavior
features, 𝑥𝑏 could easily dominate the training of 𝑓𝑅 (𝑑, 𝑞, 𝜃𝑇 ) (due
to its high correlation to the training labels) and make 𝑥𝑛𝑏 look
useless in many cases. Such phenomenon is particularly harmful
when we rank new documents or documents that are underex-
plored in historical data because these documents may not have 𝑥𝑏
in advance. To address this problem, inspired by the idea of directly
re-ranking documents with user interactions [3], we propose to
treat 𝑥𝑏 as independent ranking evidence and combine it with LTR
models built on non-behavior features as

𝑓𝐼𝐸 (𝑑, 𝑞, 𝜃𝑇 ) =
{
Δ𝑇 (𝑑, 𝑞), if 𝐶𝑢𝑚𝑇 [𝛼𝑑,𝑞𝑡 ] > 0
𝑓 (𝑥𝑛𝑏 |𝑑, 𝑞, 𝜃𝑇 ), if 𝐶𝑢𝑚𝑇 [𝛼𝑑,𝑞𝑡 ] = 0

(12)

The motivation is to rank documents that haven’t been shown to
users with non-behavior features so that they won’t be punished
due to the cold start problem. Oncewe collect more user interactions
on the documents, we directly rank them with Δ𝑇 (𝑑, 𝑞) since it is
an unbiased estimation of 𝑃 (𝑅=1|𝑑, 𝑞). For simplicity, we directly
train 𝑓 to predict the estimated document relevance (as discussed in
Section 6.1.4) so that 𝑓 (𝑥𝑛𝑏 |𝑑, 𝑞, 𝜃𝑇 ) and Δ𝑇 (𝑑, 𝑞) are comparable.
We leave more advanced methods to train 𝑓 for future studies.

5 UNCERTAINTY-AWARE LEARNING TO
RANK

While the utilization of unbiased learning techniques can alleviate
the problem of position bias and trust bias in click features, there
is another type of bias that remains unsolved in behavior feature
collection, which we refer to as the exploitation bias. Exploitation
bias is a type of data bias introduced by the dynamic training and
serving LTR systems. A similar concept frequently used in the
studies of unbiased learning to rank is the selection bias [59]. The
selection bias focuses on biased label distributions created by user
behaviors and system interfaces, i.e., user clicks cannot be collected
on documents lower than certain ranks due to the limited display
space of user interfaces. As shown in Section 6.2, such bias can
be effectively reduced with unbiased LTR techniques and ranking
features with click-independent feature distributions. In contrast,
exploitation bias focuses on biased data distributions that appear
when we use click-dependent features in LTR. When we use clicks
collected on previous ranking systems to extract behavior features,
documents explored by old online systems will receive significant
advantages in terms of feature collection compared to other docu-
ments. This bias in input feature distribution will inevitably affect
the training of LTR systems despite of whether we have unbiased
training labels or not.

In order to address exploitation bias, online LTR systems need
to guarantee that all candidate documents, no matter old or new,
should be explored in a certain amount of sessions so that they
can collect enough user feedback to extract reliable behavior fea-
tures. Specifically, there are two key problems: (1) what documents
we should explore in each session, and (2) how we explore those

documents by balancing the quality of feedback collection and
the performance of online systems. In this section, we propose an
uncertainty-aware learning-to-rank framework to address the ex-
ploitation bias. The basic idea is that we should explore a document
when we are uncertain about its relevance. After we gradually col-
lect more user feedback on the document and have more confidence
in our prediction, the exploration rate should be reduced in order
to guarantee the overall quality of online services. To achieve these
goals, we propose to conduct ranking exploration with the upper
confidence bound selection and discuss how to estimate ranking
uncertainty with different ranking paradigms.

5.1 Exploration with Upper Confidence Bound
Upper Confidence Bound (UCB) selection [8, 9] refers to a classic
exploration algorithm that have been widely used in bandit learn-
ing [13, 29]. Intuitively, UCB follows the principle of optimism in
the face of uncertainty which implies that if we are uncertain about
an action, we should optimistically assume that it is the correct
action [47]. In ranking problems, this indicates that, when we are
uncertain about a document, we should explore it by using the
upper confidence bound of its predicted score for ranking.

Formally, suppose that we have trained and updated the online
system with the clicks and features extracted from dataset D at
time step𝑇 . Let 𝑒𝑠𝑡 (𝑑, 𝑞) be the estimated uncertainty of 𝑑 in 𝑞, then
we propose to conduct ranking exploration with the framework of
UCB as the followings:

𝑠𝑡 (𝑑, 𝑞𝑡 ) = 𝑓 (𝑑, 𝑞𝑡 , 𝜃𝑇 ) + 𝜆𝑒𝑠𝑡 (𝑑, 𝑞𝑡 ), for 𝑡 > 𝑇 (13)

where 𝑓 (𝑑, 𝑞𝑡 , 𝜃𝑇 ) is the original ranking score predicted by LTR
models, and 𝜆 is a hyper-parameter that controls the weights of
exploration. The final ranked list shown to users is computed as

𝜋𝑡 = arg𝑡𝑜𝑝𝐾
(
𝑠𝑡 (𝑑, 𝑞𝑡 ) ∈ 𝐷𝑞𝑡

)
(14)

where arg𝑡𝑜𝑝𝐾 means sorting and selecting the top 𝐾 documents to
from 𝜋𝑡 . In this paper, we assume that each session can only show at
most𝐾 documents to users. By sorting documents according to both
their ranking scores and uncertainty, we can explore documents
based on our confidence in their relevance. As shown in Section 6.2,
this can help us efficiently reduce the exploitation bias in behavior
features and LTR models. The only remaining question is how to
estimate the uncertainty of each (𝑞, 𝑑) pair.

5.2 Uncertainty Estimation in Ranking
A well-established method to estimate uncertainty in UCB is to use
the variance of model outputs. In ranking problems, we can treat
the predicted ranking score of each document as model outputs
and estimate the uncertainty of each (𝑞, 𝑑) pair as

𝑒𝑠𝑡 (𝑑, 𝑞) = 𝑠𝑡𝑑
(
𝑓 (𝑑, 𝑞𝑡 , 𝜃𝑇 )

)
(15)

where 𝑠𝑡𝑑 is the function of standard deviation. Depending on how
we derive 𝑓 (𝑑, 𝑞𝑡 , 𝜃𝑇 ) in Section 4.3, we propose different methods
to estimate the standard deviation of ranking outputs in this section.

5.2.1 Model-based uncertainty estimation. As most LTR functions
are directly implemented with machine learning models, the most
straightforward method to estimate uncertainty in ranking is to
compute the standard deviation of the machine learning models.
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Previous studies have developed a variety of algorithms to compute
the standard deviation of model output for different ML models [22,
24]. For example, since many neural models use dropout [52] as
efficient regularization for parameter learning, a common method
to estimate the variance of neural ranking models [17, 42] is to
adapt Monte Carlo Dropouts [28]. Intuitively, during the inference
of a (𝑞, 𝑑) pair, we can conduct Monte Carlo dropouts on the last
layer of neural networks by dropping neuron outputs with factor
𝑧𝜃 (randomly sampled from a uniform Bernoillis distribution) for
𝑁 times and get 𝑁 different output scores {𝑓 (𝑑, 𝑞𝑡 , 𝑧𝑖𝜃 , 𝜃

𝑇 )} (for 𝑖
from 1 to 𝑁 ). The standard deviation of 𝑓 (𝑑, 𝑞𝑡 , 𝜃𝑇 ) can then be
computed as

𝑠𝑡𝑑
(
𝑓 (𝑑, 𝑞𝑡 , 𝜃𝑇 )

)
=

√√√
1
𝑁

𝑁∑︁
𝑖=1

(
𝑓 (𝑑, 𝑞𝑡 , 𝑧𝑖𝜃 , 𝜃

𝑇 ) − E[𝑓 ]
)2 (16)

where E[𝑓 ] = 1
𝑁

∑𝑁
𝑖=1 𝑓 (𝑑, 𝑞𝑡 , 𝑧𝑖𝜃 , 𝜃

𝑇 ). For simplicity, we imple-
ment all ranking models in this paper with deep neural networks,
so Monte Carlo dropouts can be directly used to estimate the uncer-
tainty of 𝑓𝑤/𝑜 (𝑑, 𝑞𝑡 , 𝜃𝑇 ) in Eq. (10) and 𝑓𝑅 (𝑑, 𝑞𝑡 , 𝜃𝑇 ) in Eq. (11). We
leave the discussion of other types of ranking models with other
uncertainty estimation methods for future studies.

5.2.2 Interaction-based uncertainty estimation. When using be-
havior features as independent evidence (e.g., Section 4.3.3), the
uncertainty of model outputs involve two separate parts: the un-
certainty of ranking models based on non-behavior features (i.e.,
𝑓 (𝑥𝑛𝑏 |𝑑, 𝑞𝑡 , 𝜃𝑇 )), and the uncertainty of behavior evidenceΔ𝑇 (𝑑, 𝑞𝑡 )
built fromuser interactions. The standard deviation of 𝑓 (𝑥𝑛𝑏 |𝑑, 𝑞𝑡 , 𝜃𝑇 )
can be extracted easily based on model-based uncertainty estima-
tion methods described above. Here we only discuss how to derive
the uncertainty of Δ𝑇 (𝑑, 𝑞𝑡 ).

For simplicity, let 𝐶𝑢𝑚[𝐶] =𝐶𝑢𝑚[𝐶𝑑,𝑞], 𝐶𝑢𝑚[𝛽] =𝐶𝑢𝑚[𝛽𝑑,𝑞],
𝐶𝑢𝑚[𝛼]=𝐶𝑢𝑚[𝛼𝑑,𝑞], and 𝐶𝑖 =𝐶𝑑,𝜋 . According to Eq. (9), we have

E𝑐 [Δ𝑇 (𝑑, 𝑞𝑡 )]2 = 𝑃 (𝑅 = 1|𝑑, 𝑞)2

=
E𝑐 [𝐶𝑢𝑚[𝐶]]2 − 2E𝑐 [𝐶𝑢𝑚[𝐶]]𝐶𝑢𝑚[𝛽] +𝐶𝑢𝑚[𝛽]2

𝐶𝑢𝑚[𝛼]2
(17)

Also, we have

E𝑐 [𝐶𝑢𝑚[𝐶]2] = E𝑐 [
𝑇𝑑∑︁
𝑖

𝐶𝑖 +
𝑇𝑑∑︁
𝑗

𝑇𝑑∑︁
𝑘≠𝑗

𝐶 𝑗𝐶𝑘 ]

= E𝑐 [
𝑇𝑑∑︁
𝑖

𝐶𝑖 ] + E𝑐 [
𝑇𝑑∑︁
𝑗

𝑇𝑑∑︁
𝑘≠𝑗

𝐶 𝑗𝐶𝑘 ]

= E𝑐 [𝐶𝑢𝑚[𝐶]] +
𝑇𝑑∑︁
𝑗

𝑇𝑑∑︁
𝑘≠𝑗

E𝑐 [𝐶 𝑗 ] E𝑐 [𝐶𝑘 ]

= E𝑐 [𝐶𝑢𝑚[𝐶]] +
𝑇𝑑∑︁
𝑗

𝑇𝑑∑︁
𝑘

E𝑐 [𝐶 𝑗 ] E𝑐 [𝐶𝑘 ] −
𝑇𝑑∑︁
𝑚

(E𝑐 [𝐶𝑚])2]]

= E𝑐 [𝐶𝑢𝑚[𝐶]] + E𝑐 [𝐶𝑢𝑚[𝐶]]2 −
𝑇𝑑∑︁
𝑚

(E𝑐 [𝐶𝑚])2

(18)

Accordingly, we can compute the variance of Δ𝑇 (𝑑, 𝑞𝑡 ) as

𝑉𝑎𝑟𝑐 [Δ] = E𝑐
[
(𝐶𝑢𝑚[𝐶] −𝐶𝑢𝑚[𝛽]

𝐶𝑢𝑚[𝛼] − E𝑐 [Δ])2
]

= E𝑐 [(
𝐶𝑢𝑚[𝐶] −𝐶𝑢𝑚[𝛽]

𝐶𝑢𝑚[𝛼] )2] − E𝑐 [Δ]2

=
E𝑐 [𝐶𝑢𝑚[𝐶]] −∑𝑇𝑑

𝑚 (E𝑐 [𝐶𝑚])2

(𝐶𝑢𝑚[𝛼])2

=

∑𝑇𝑑
𝑚 (E𝑐 [𝐶𝑚]) −∑𝑇𝑑

𝑚 (E𝑐 [𝐶𝑚])2

(𝐶𝑢𝑚[𝛼])2

(19)

Unfortunately, the variance estimated with Eq. (19) is difficult to
compute because it involves the computation of expected cumulated
clicks and cumulated 𝛼 (i.e., E𝑐 [𝐶𝑢𝑚[𝐶]] and𝐶𝑢𝑚[𝛼]2). To further
simplify the estimation, we assume that 𝛼 is restricted in range
[𝛼𝑚𝑖𝑛, 𝛼𝑚𝑎𝑥 ]. Then we have

𝑉𝑎𝑟𝑐 [Δ] =
∑𝑇𝑑
𝑚 (E𝑐 [𝐶𝑚]) −∑𝑇𝑑

𝑚 (E𝑐 [𝐶𝑚])2

(𝐶𝑢𝑚[𝛼])2

<

∑𝑇𝑑
𝑚 (E𝑐 [𝐶𝑚])
(𝐶𝑢𝑚[𝛼])2

<
𝑇𝑑

(𝑇𝑑𝛼𝑚𝑖𝑛)2
∝ 1
𝑇𝑑

(20)

We observe that 𝑉𝑎𝑟𝑐 [Δ] follows a decay function less than 1/𝑇𝑑 ,
which can serve as a good approximation. Empirically, because
ranking by Δ𝑇 (𝑑, 𝑞) is more likely to be dominated by old doc-
uments when query frequency (𝑇𝑞) is high, we further encour-
age exploration based on 𝑇𝑞 and approximate 𝑠𝑡𝑑 (Δ𝑇 (𝑑, 𝑞𝑡 )) with√︁
log(𝑇𝑞)/𝑇𝑑 .

6 EXPERIMENTS
In this section, we evaluate the effectiveness of proposed techniques
with experiments on public LTR datasets. Our goal is to validate
whether the proposed unbiased feature projection and uncertain-
aware LTR algorithms can effectively construct reliable ranking
models by using click data as both features and labels.

6.1 Experimental setup
6.1.1 Datasets. In our experiments, we adopted four publicly avail-
able LTR datasets, i.e., MQ2007, MQ2008 [43], MSLR-10K, and
MSLR-30K2. Table 1 shows the general statistics of each dataset.
Queries in each dataset are divided into training, validation, and
test partitions. MSLR-10K/MSLR-30K have five-level relevance judg-
ments (from 0 to 4) andMQ2007/MQ2008 have three-level relevance
judgments for each query-document pair. The original feature sets
of MSLR-10K/MSLR-30K have three behavior features (i.e., feature
134-136) collected from user behavior data. For reliable evalua-
tion, we remove them in advance. All features in MQ2007/MQ2008
are non-behavior features. Therefore, all datasets only have non-
behavior features (i.e., 𝑥𝑛𝑏 ) at the beginning of our experiments.

We note that there are other popular large-scale LTR datasets
available to the public, such as Yahoo! Letor Dataset [14] and Istella
Dataset [20]. However, these datasets are not applicable to this pa-
per because they contain behavior features collected from previous
search logs and do not reveal their identity. The goal of this paper

2https://www.microsoft.com/en-us/research/project/mslr/

https://www.microsoft.com/en-us/research/project/mslr/
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Table 1: Datasets statistics.

Datasets # Queries # Average docs per query # Unique features
MQ2007 1643 41 46
MQ2008 728 20 46
MSLR-10k 9835 122 133
MSLR-30k 30995 121 133

is to investigate the effect of using clicks as both features and labels
in LTR, but the existing behavior features in these datasets could
pollute our experiment and make it difficult to see whether the sys-
tem is affected by the behavior features collected in our experiment
or the behavior features already presented in these datasets.

6.1.2 Session Sampling and Simulation. Following previous stud-
ies [7, 34, 55, 57], we simulate user interactions to evaluate different
LTR models. Specifically, this includes the simulation of search
sessions, clicks, and cold-start documents.

Click Simulation. At each time step, we randomly sample a
query from the training, validation, or test partition, and then cre-
ate a ranked list with the current ranking model. The relevance
probabilities of each document-query pair are simulated with their
relevance label 𝑦 as 𝑃 (𝑅 = 1|𝑑, 𝑞) = 𝑦 (𝑑,𝑞)

𝑦𝑚𝑎𝑥
where 𝑦𝑚𝑎𝑥 is 2 or 4 de-

pending on the dataset. Clicks are then simulated with 𝑃 (𝐶 = 1|𝑑, 𝑞)
(computed in Eq. (2)) on top 5 (i.e., 𝐾 = 5) of each ranked list with
𝛼 = [0.35, 0.53, 0.55, 0.54, 0.52] and 𝛽 = [0.65, 0.26, 0.15, 0.11, 0.08]3.
Note that we only use the sessions sampled from training partitions
to train LTR models. We sample sessions from validation and test
together only to collect user behavior features on the fly.

New Item Simulation. In practice, new documents/items fre-
quently come to the retrieval collection during the serving of LTR
systems. To simulate such cold-start scenarios, at the beginning of
each experiment, we randomly sample only 5 to 10 documents for
each query as their candidate sets and mask all other documents.
Then, at each time step 𝑡 with sampled query 𝑞𝑡 , with 50% prob-
ability, we randomly sampled one masked document and add it
to the candidate set of 𝑞𝑡 . Depending on the averaged number of
document candidates for each query, this means that we need to
simulate roughly 134k, 30k, 2.4M, and 7.6M sessions for MQ2007,
MQ2008, MSLR-10K, and MSLR-30K, respectively, in order to add
most documents into each query in the simulated experiments.

6.1.3 Baselines. In this paper, we compare the proposed techniques
with baselines using different feature settings and exploration strate-
gies for LTR. Specifically, in terms of how to extract and incorporate
behavior features, we have four feature settings as

• Feature-w/o-behav.: Construct LTR models without behav-
ior features as described in Eq (10).

• Feature-w-ctr: Construct LTR models using Eq. (11) with
the raw CTR of each document as the behavior features (𝑥𝑏 ).

• Feature-w-Δ: Construct LTR models using Eq. (11) with the
proposed feature Δ𝑇 (𝑑 |𝑞) as the behavior features (𝑥𝑏 ).

• Feature-IE: Construct LTR models using Eq. (12) where
Δ𝑇 (𝑑 |𝑞) is used as independent evidence for ranking.

Also, we tested five ranking exploration algorithms:

3The value of 𝛼 and 𝛽 were chosen based on used studies from Agarwal et al. [2].

• Top-k: Create ranked lists with top 𝑘 documents sorted by
LTR model scores (i.e., Eq (13) with 𝜆 = 0).

• Random-k: Create ranked lists with random 𝑘 documents
from the candidate set 𝐷𝑞𝑡 at each time step.

• EpsilonRank: Create ranked lists with Eq (13) and 𝑒𝑠𝑡 (𝑑, 𝑞)
randomly uniformly sampled from [0, 1], similar to [32]4.

• PDGD: The state-of-the-art online LTR algorithm [38] that
sample ranked lists stochastically with PL distributions.

• UCBRank: Our proposed uncertainty-aware LTR algorithm
using model uncertainty as 𝑒𝑠𝑡 (𝑑, 𝑞) in Eq (13).

Note that PDGD requires a single scoring function 𝑓 to conduct
stochastic ranking sampling, so it is incompatible with Feature-IE.

6.1.4 Implementation and Model Updates. Compared to updating
model parameters online, updating ranking features in LTR systems
is relatively easy and time-efficient. To better mimic the periodic
training and serving process of LTR systems in practice, we update
behavior features more frequently than model parameters in our
experiments. Specifically, on each dataset, we update behavior fea-
tures 100 times and only update model parameters 20 times. For
example, on MQ2007 with 20k simulated sessions, this means up-
dating behavior features every 200 sessions while updating model
parameters every 1k sessions. For a feature update at time step
𝑇 , we update behavior features for all query-document pairs with
clicks collected before 𝑇 ; For a model update at time step 𝑇 , we
retrain the LTR models only with clicks collected on queries from
the training set before 𝑇 . At time step 𝑡 , the most recently updated
behavior features and ranking model will be used (𝑇 < 𝑡 ). So there
is no risk of future information leakage. Note that this is similar
to the practice of LTR systems in real applications where we pe-
riodically use the click logs collected before a certain timestamp
to compute the behavior features and build training datasets to
train/update the service models online.

For LTR models, we implemented the ranking function 𝑓 using
feed-forward neural networks with 2 hidden layers (32 neurons
per layer). We implemented the loss function in Eq. (1) with mean
square errors and estimated 𝑃 (𝑅 = 1|𝑞, 𝑑) with Δ𝑇 (𝑑 |𝑞). We set
the number of inference trials (i.e., 𝑁 in Eq. (16)) as 10 for model-
based uncertainty estimation. Other hyper-parameters including 𝜆
are tuned based on sessions sampled from the validation set. The
experimental scripts and implementations used in this paper are
available online5.

6.1.5 Evaluation. We evaluate all models with two standard rank-
ing metrics. The first is the Cumulative NDCG (c-NDCG) which
measures the overall ranking quality of ranking systems in online
learning and serving processes. Following previous studies [57], we
use c-NDCG as a discounted accumulation of ranking lists’ NDCG
at each time step with discounted factor 𝛾 = 0.995. The second one
is the standard NDCG on ranked lists sorted by the final ranking
models learned by each algorithm after training. We tested both
the situations with (i.e., warm setting) or without (i.e., cold setting)
behavior features collected from click history. For simplicity, we
use rank cutoff 5 and compute iDCG in both c-NDCG and NDCG

4EpsilonRank adds random perturbation (i.e., 𝜖) to ranking scores directly instead of
using it to randomly select items as in [32], but the motivations and effects are similar.
5https://github.com/Taosheng-ty/UCBRankSIGIR2022.git

https://github.com/Taosheng-ty/UCBRankSIGIR2022.git
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Table 2: The online performance (c-NDCG@5) of each algo-
rithm on the test partitions of each dataset. ∗ and † indicate
statistical significance over other models in the same or all
feature settings, respectively.

Feature
settings

Online
Algorithms

Datasets
MQ2007 MQ2008 MSLR-10k MSLR-30k

Feature-
w/o-
behav.

Top-k 93.14 121.9 103.6 106.6
Random-k 59.96 76.42 59.88 73.55
EpsilonRank 95.70 119.2 102.9 106.1
PDGD 86.52 95.93 100.8 98.10
UCBRank 97.03∗ 128.7∗ 104.2 104.1

Feature-
w-ctr

Top-k 113.1 143.7 106.2 105.7
Random-k 63.58 76.27 61.55 74.52
EpsilonRank 151.8∗ 163.1∗ 125.5 133.8
PDGD 145.3 122.4 117.8 122.0
UCBRank 149.9 147.7 142.0∗ 134.7

Feature-
w-Δ

Top-k 77.94 109.4 82.03 96.87
Random-k 60.74 78.42 61.48 74.38
EpsilonRank 96.51 118.4 100.3 112.4
PDGD 110.7 161.0 100.4 113.0
UCBRank 167.3∗ 172.0∗ 166.0∗† 163.6∗

Feature-
IE

Top-k 136.5 149.1 125.5 133.8
Random-k 58.96 77.18 59.58 71.31
EpsilonRank 159.1 165.0 138.0 150.2
UCBRank 172.0∗† 174.0∗† 159.0∗ 167.7∗†

with all documents in each dataset. Significant tests are conducted
with the Fisher randomization test [51] with 𝑝 < 0.05.

Please note all metrics are computed on the test set using the
ground truth relevance labels. There is no risk of label leakage
because all models are built with the click data collected in the
simulation process on the training set. We do collect clicks on
validation and test queries in the simulation process to construct
the behavior features for their candidate documents, but those
data and features have neither been seen nor used in the training
of the LTR models. In this way, our experiment can effectively
evaluate LTR systems in both the scenarios where we encounter
new queries with no click history on any candidate documents (i.e.,
the cold setting) and the scenarios where the queries are new to
the system but some of the candidate documents have behavior
features collected from previous click logs (i.e., the warm setting).

6.2 Results
We now describe the results of our experiments. Table 2 shows the
overall performance of each algorithm in training and online serv-
ing. Table 3 shows the performance of the final ranking model with
(i.e., warm settings) or without (i.e., cold settings) behavior features
collected from previous clicks. As shown in the tables, incorpo-
rating behavior features extracted from clicks usually increases
the performance of ranking models, e.g., the Feature-w-ctr models
are better than their Feature-w/o-behav. versions on c-NDCG@5
for more than 10% in most cases. However, depending on how we
extracted and used the behavior features, the improvements varied
dramatically among different algorithms.

6.2.1 Does the proposed unbiased feature projection function alle-
viate biases in behavior features? As discussed in Section 4.2, the
unbiased feature projection function can resolve position bias and
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Figure 1: Click rates ( #clicks on the item
#sessions with the item as candidate ) on per-

fect documents (i.e., label 4) that entered the system at dif-
ferent time steps in the online experiments of MSLR-10k.

trust bias in theory, so we expect models with Feature-w-Δ to
outperform models with Feature-w-ctr in all cases. However, ac-
cording to our experiments, this hypothesis seems to be unreliable.
As shown in Table 2&3, except for UCBRank, we haven’t observed
significant evidence proving that Feature-w-Δ models are superior
than Feature-w-ctr models. There could be two explanations. First,
the introduction of feature projection with 𝛼 and 𝛽 may increase
the variance in behavior features, which hurts the robustness of
certain algorithms. For example, in contrast to Feature-w-Δ, we
observed that Feature-IE models (except for Random-k) always out-
perform their Feature-w-ctr versions in Table 2. This indicates that,
when using together with other features (i.e., Feature-w-Δ), the
variance introduced by feature projections may affect complicated
ranking models (e.g., neural networks). The second explanation is
that the effect of correcting position bias and trust bias has been
overwhelmed by the exploitation bias in behavior features. A piece
of evidence for this is that, once we alleviated the exploitation bias
in behavior feature collections (as discussed later in this section),
Feature-w-Δ with UCBRank have achieved consistent improve-
ments over all Feature-w-ctr models. Therefore, exploitation bias is
a more significant bias in feature collection that prevents us from
directly observing the benefits of unbiased feature projections.

6.2.2 Can our uncertainty-aware LTR framework address the ex-
ploitation bias in behavior feature collection? In general, we believe
that the exploitation bias in behavior features is solved if all docu-
ments, no matter when they are introduced into the system, can
be ranked according to their intrinsic relevance correctly. This can
be observed in the final performance of LTR models learned by
each algorithm in warm settings. As shown in Table 3 (warm set-
tings), after correcting the position bias and trust bias in behavior
feature computation, UCBRank have significantly outperformed
all other algorithms with the same feature settings in Feature-w-
Δ and Feature-IE. Note that this superior performance is achieved
in the online simulations where new documents are constantly
introduced to each query session. In Figure 1, we plot the click rates
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Table 3: The offline performance (NDCG@5) of each algorithm on the test partitions of each dataset. ∗ and † indicate statistical
significance over other models in the same or all feature settings, respectively. We tested both situations with (i.e., warm setting)
or without (i.e., cold setting) behavior features collected from the periodic training and serving process.

Feature
settings

Online
Algorithms

Warm Settings Cold Settings
MQ2007 MQ2008 MSLR-10k MSLR-30k MQ2007 MQ2008 MSLR-10k MSLR-30k

Feature-w/o-
behav.

Top-k 0.472 0.610 0.482 0.497 0.472 0.610 0.482 0.497
Random-k 0.497 0.607 0.477 0.491 0.497 0.607 0.477 0.491
EpsilonRank 0.486 0.618 0.480 0.497 0.486 0.618 0.480 0.497
PDGD 0.493 0.632 0.467 0.464 0.493 0.632 0.467 0.464
UCBRank 0.497 0.643∗ 0.482 0.496 0.497 0.643∗ 0.482 0.496

Feature-w-ctr

Top-k 0.578 0.717 0.490 0.428 0.403∗ 0.505 0.251 0.282
Random-k 0.804∗ 0.875∗ 0.676 0.684 0.325 0.445 0.364∗ 0.336
EpsilonRank 0.780 0.839 0.724 0.698 0.364 0.401 0.302 0.324
PDGD 0.735 0.830 0.565 0.537 0.366 0.636∗ 0.342 0.372∗

UCBRank 0.793 0.747 0.695∗ 0.712∗ 0.370 0.528 0.331 0.267

Feature-w-Δ

Top-k 0.382 0.541 0.359 0.361 0.381 0.540 0.313 0.226
Random-k 0.772 0.871 0.609 0.618 0.414 0.552 0.232 0.198
EpsilonRank 0.505 0.632 0.453 0.454 0.398 0.543 0.265 0.216
PDGD 0.553 0.836 0.456 0.454 0.379 0.584∗ 0.364∗ 0.371∗

UCBRank 0.864∗ 0.885∗ 0.815∗ 0.819∗ 0.415 0.542 0.239 0.204

Feature-IE

Top-k 0.681 0.758 0.612 0.635 0.461 0.617 0.451 0.485
Random-k 0.758 0.872 0.587 0.597 0.515∗† 0.625 0.477 0.492
EpsilonRank 0.818 0.876 0.789 0.755 0.466 0.619 0.475 0.485
UCBRank 0.887∗† 0.893∗ 0.836∗† 0.825∗† 0.496 0.622 0.461 0.489

( #clicks on the item
#sessions with the item as candidate ) on perfect relevant documents (i.e.,
label 4) that were introduced into the system at different time
steps in online experiments. Without addressing the exploitation
bias, clicks on old relevant documents (i.e., perfect documents in-
troduced at early time steps) dominated the Top-k model, which
made new relevant documents (i.e., perfect documents introduced
at late time steps) received almost no click from users. When we
conducted too much exploration (i.e., Random-k), the click rates of
relevant documents introduced at different time steps are similarly
low because all documents were shown without considering their
utility to users. In contrast, with UCBRank, relevant documents re-
ceived significantly more clicks than those in other algorithms, and
the improvement margins are particularly large for new relevant
documents. This demonstrates the effectiveness of our uncertainty-
aware LTR framework in alleviating exploitation bias and correctly
identifying new relevant documents on the fly.

As shown in Figure 2, when we changed the strength of explo-
ration with 𝜆 in Eq. (13), we observed that UCBRank with Feature-
IE can outperform other uncertainty-oblivious exploration strate-
gies (i.e., EpsilonRank) in all feature settings. This indicates that
UCBRank with Feature-IE is a robust algorithm that can effectively
extract unbiased behavior features and unbiased ranking models
while balancing user experience with ranking exploration.

6.2.3 Bias in Labels vs. Bias in Features. Previous studies on un-
biased LTR [2, 34, 39] only focus on biases in training labels (e.g.,
clicks) while ignoring the effect of biases in LTR features. In this
paper, we argue that biases in LTR features cannot be solved by
simply resolving biases in labels. In fact, bias in features could
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Figure 2: The final test performance (offline) on MSLR-10k
with different exploration strength. Greater tradeoff param-
eter 𝜆 (in Eq.(13)) means more explorations.

be a more fundamental problem because addressing feature bi-
ases in some cases could alleviate or solve label biases implicitly.
For example, the selection bias [40, 41, 59] in training labels is
usually considered as an important problem in LTR. However, as
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shown in Table 3, the final performance of Feature-w/o-behav. al-
gorithms that should severely suffer from the selection bias (i.e.,
Top-k) haven’t shown consistent differences with those that don’t
suffer from the selection bias (i.e., Random-k). In fact, Top-k even
outperforms Random-k and state-of-the-art online LTR algorithm
(e.g., PDGD) in Feature-w/o-behav. on MSLR-30k. This contradicts
the assumption that the selection bias in training labels should
hurt LTR performance. If we investigate the problem from feature
perspectives, this is actually not surprising. When ranking features
(e.g., the non-behavior features constructed from document statis-
tics) are extracted independently of the biases in training labels
(e.g., the selection bias), their distributions on relevant documents
would also be independent of the label biases. In this case, as long
as clicks are positively correlated to relevance, the selection bias
may not affect the final ranking models significantly. For example,
when we use BM25 as the only feature in LTR, the selection bias in
click labels wouldn’t prevent the model to learn that “documents
are more likely to be relevant when their BM25 scores are higher”.

When there are biases in LTR features, things are much more
complicated. On the one hand, any existing biases in labels could be
amplified by the biases in features. For instance, in Table 3 (warm
settings), the effect of the selection bias is significant in Feature-
w-ctr (e.g., Top-k is more than 20% worse than Random-k). On
the other hand, biases in features could also significantly hurt the
robustness of learning algorithms. When feeding behavior features
into neural rankers together with other features (i.e., Feature-w-
ctr and Feature-w-Δ), the optimization of model parameters was
quickly dominated by behavior features (no matter whether we re-
move the position/trust biases or not) due to their high correlations
to the training labels. As a result, the final models were extremely
sensitive to behavior features and performed terribly when behavior
features were missing (i.e., the cold settings in Table 3). By treating
behavior features as independent evidence (i.e., Feature-IE), such
problems can be alleviated and the UCBRank with Feature-IE can
significantly outperform other models with behavior features (i.e.,
warm settings) while keeping a reasonable performance in situa-
tions without behavior features (i.e., cold settings).

7 CONCLUSION AND FUTUREWORK
In this paper, we investigate the possibility of using clicks as both
labels and features for LTR systems. While behavior features ex-
tracted from raw clicks could bring significant improvements to
short-term retrieval performance, they could also hurt the long-
term effectiveness of LTR systems due to the click noise and ex-
ploitation bias in feature collection. To address these problems, we
proposed an unbiased feature projection function and an uncertainty-
aware LTR algorithm that significantly improve the robustness and
effectiveness of LTR models with behavior features.

While the consideration of model uncertainty can help us bet-
ter explore new items in feature collection, we also observed that
existing uncertainty estimation methods for LTR often produce
results that suffer from significant variance. As one of the future
directions, we plan to explore more on how to conduct effective
uncertainty estimation for ranking models and how to use it to
guide the training and data collection for LTR.
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