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ABSTRACT
Detecting anomalies in dynamic graphs is a vital task, with numer-
ous practical applications in areas such as security, finance, and
social media. Existing network embedding based methods have
mostly focused on learning good node representations, whereas
largely ignoring the subgraph structural changes related to the
target nodes in a given time window. In this paper, we propose
StrGNN, an end-to-end structural temporal Graph Neural Network
model for detecting anomalous edges in dynamic graphs. In partic-
ular, we first extract the ℎ-hop enclosing subgraph centered on the
target edge and propose a node labeling function to identify the role
of each node in the subgraph. Then, we leverage the graph convolu-
tion operation and Sortpooling layer to extract the fixed-size feature
from each snapshot/timestamp. Based on the extracted features,
we utilize the Gated Recurrent Units to capture the temporal infor-
mation for anomaly detection. We fully implement StrGNN and
deploy it into a real enterprise security system, and it greatly helps
detect advanced threats and optimize the incident response. Exten-
sive experiments on six benchmark datasets also demonstrate the
effectiveness of StrGNN.

CCS CONCEPTS
• Theory of computation → Dynamic graph algorithms; •
Computingmethodologies→Anomaly detection;Neural net-
works; Learning latent representations; • Information sys-
tems → Data mining; • Security and privacy → Intrusion detec-
tion systems.
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1 INTRODUCTION
Recent studies of dynamic graphs/networks have witnessed a grow-
ing interest [9, 11, 13, 52]. Such dynamic graphs model a variety
of systems including societies, ecosystems, the Internet, and oth-
ers [10, 12, 44]. For example, in enterprise dynamic network [8, 33],
the node represents a system entity (such as process, file, and Inter-
net sockets) and an edge indicates the corresponding interaction
between two system entities. These dynamic networks, unlike
static networks, are constantly changing. Possible changes include
graph structure change or modification of node attributes.

A fundamental task on dynamic graph analysis is anomaly de-
tection—identifying objects, relationships, or subgraphs, whose “be-
haviors” significantly deviate from underlying majority of the net-
work [1, 14, 17, 18, 36, 41, 48]. In this work, we focus on the anoma-
lous edge detection in dynamic graphs. Detecting anomalous edges
can help understand the system status and diagnose system fault
[2, 36, 41]. For example, in an enterprise dynamic network, some
system entity pairs, such as a user software and system-specific
internet socket ports (e.g., port number ≤ 1024), never form an
edge (interaction/connection) in-between in normal system envi-
ronments. Once occurring, these suspicious interactions/activities
may indicate some serious cyber-attack happened and could signif-
icantly damage the enterprise system [18, 49].

To detect such anomalous interactions in dynamic graphs, a typ-
ical approach is to build a two-stage model [41]. In the first stage,
data-specific features or low-dimensional representations (such
as scan statistics [39], Eigen equation compression [25], or graph
embedding [52]) are generated by finding the best mapping from dy-
namic graphs to a vector of real numbers. Then, in the second step,
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a traditional anomaly detector, such as the support vector machines
and the local outlier factor algorithm, is applied to identify anom-
alies [41]. As can be seen, the key step of the two-stage approach
is to learn effective low-dimensional representations/features from
dynamic graphs.

Recently, graph embedding has shown to be a powerful tool in
learning the low-dimensional representations in networks that can
capture and preserve the graph structure. However, most existing
graph embedding approaches are designed for static graphs, and
thus may not be suitable for a dynamic environment in which the
network representation has to be constantly updated. Only a few
advanced embedding-based methods (such as NetWalk [52]) are
suitable for updating the representation dynamically as the net-
work evolves. These methods first learn the node embeddings to
encode edges. Then, a clustering-based method (such as K-means
clustering [30]) is used to flag anomalous edges. However, similar to
all other two-stage approaches, they cannot be trained end-to-end
because the parameters in the two stages are not learned jointly
and the objective of embedding learning is not designed for the
anomaly detection task. Thus, the learned embedding may not be
distinguishable for detecting the anomalies in dynamic graphs. In
addition, these embedding based methods learn the graph embed-
ding in an incremental way, i.e., using all vertices and edges until
the current timestamp to learn the node embedding. Thus, it can
not capture some temporal dynamics like vertex removal or edge
removal, which often indicates important temporal relationship
changes. For example, one host/machine, which was removed (i.e.,
a vertex removal) from the enterprise network for a long time, sud-
denly starts to connect to some other active hosts. It may indicate
the target host has been compromised and tried to spread Trojan
or other malware.

More importantly, these methods neglect a notable characteristic
of the dynamic networks—the subgraph structural changes related
to the target nodes. These structural temporal dynamics are key
to understanding system behavior. For example, in Figure 1, the
target edge at timestamp 𝑡 is marked as a double red line, and the
1-hop subgraph centered on the target edge is marked with gray. It
can be seen from Figure 1 (A) that the interactions between nodes
of the subgraph (i.e., gray nodes) become more frequent. Therefore,
the target edge in Figure 1 (A) is reasonable to be a normal edge.
In contrast, in Figure 1 (B), there are no interactions between the
neighbors of the subgraph from timestamp 𝑡 − 3 to 𝑡 − 1. Therefore,
the target edge at timestamp 𝑡 is more likely to be an anomalous
edge. Thus, it is critical to model and detect the structural changes
over time for the anomaly detection task.

To address the aforementioned issues, we propose StrGNN, a
structural graph neural network to identify anomalous edges in
dynamic graphs. StrGNN is designed to detect unusual subgraph
structures centered on the target edge in a given time window
while considering the temporal dependency. StrGNN consists of
three sub-models: ESG (Enclosing Subgraph Generation), GSFE
(Graph Structural Feature Extraction), and TDN (Temporal De-
tection Network). First, ESG extracts a ℎ-hop enclosing subgraph
centered on the target edge from each graph snapshot. Subgraphs
extracted based on different edges can result in the same topology
structure. Thus, a node labeling function is proposed to indicate
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Figure 1: An example of structural changes in dynamic
graphs.

the role of each node in the subgraph. Then, GSFE module lever-
ages Graph Convolution Neural Network and pooling technologies
to extract fixed-size feature from each subgraph. Based on the ex-
tracted features,TDN employs the Gated Recurrent Units (GRUs) to
capture the temporal dependency for anomaly detection. Different
from the previous embedding based methods, the whole process
of StrGNN can be trained end-to-end, i.e., StrGNN takes the test
edges along with the original dynamic graphs as input and directly
outputs the category (i.e., anomaly or normal) for each test edge.
Moreover, our proposed StrGNN framework focuses on mining
the structural temporal patterns in a given time window and does
not require to learn node embedding. Therefore, StrGNN is not
sensitive to the edge and vertex changes (such as new nodes) in the
dynamic graphs. We fully implement StrGNN and deploy it into
a enterprise security system, which greatly helps detect advanced
threats, and optimize the incident response. By using StrGNN in
the enterprise security system for four weeks, we can reduce false
positives of the state-of-the-art methods by at least 50% while keep-
ing zero false negatives. We also conduct extensive experiments on
six benchmark datasets to evaluate the performance of StrGNN.
The results show that StrGNN significantly outperforms both net-
work embedding based baselines and traditional graph anomaly
detection based techniques.

The main contribution of the paper has been summarized as
follows:

• Wepropose a novel structural GraphNeural Network StrGNN
to identify anomalous edges in dynamic graphs.

• The proposed StrGNN focuses on detecting subgraph struc-
tural changes centered on the target edge in a given time
window. To distinguish the role of each node in the subgraph,
we propose a node labeling function to annotate the nodes
in the subgraph with different labels. Different from the ex-
isting two-stage embedding based methods, our proposed
method can be trained end-to-end. Therefore, the feature
extraction module can be trained more efficient to capture
the structural variation for anomaly detection.

• We fully develop the detection engine and deploy it into a
real enterprise security system. We also conduct extensive
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experiments on six benchmark datasets. Experimental results
demonstrate the effectiveness of StrGNN.

The rest of the paper is organized as follows. Section 2 discusses
our proposed structural temporal graph neural network in detail.
Section 3 provides the experiment results. Section 4 discusses the
related work. Finally, Section 5 concludes the paper.

2 METHOD
In this section, we introduce our method in detail. We start with
the overall framework of our proposed Structural Temporal Graph
Neural Networks for anomaly detection in dynamic graphs. The
details of each component in our proposed method are introduced
afterwards.

2.1 Overall Framework
Given a temporal network {𝐺 (𝑡) = {𝑉 (𝑡), 𝐸 (𝑡)}}𝑛

𝑡=1, where 𝐺 (𝑡)
is the graph snapshot at timestamp 𝑡 consisting of vertices 𝑉 (𝑡)
and edges 𝐸 (𝑡). Our goal is to detect the anomalous edges at any
timestamp 𝑡 during the testing stage.

Compared with the anomaly detection in a static graph, dy-
namic graphs are more complex and challenging in two perspec-
tives: (1) The anomalous edges cannot be determined by the graph
from a single timestamp. The detection procedure must take the
previous graphs into consideration; (2) Both the vertex and edge
sets are changing over time. To tackle these challenges, we pro-
pose StrGNN, a structural temporal Graph Neural Network frame-
work. The key idea of our proposed method is to capture structural
changes centered on the target edge in a given time window and
determine the category (i.e., anomaly or normal) of the target edge
based on the structural changes. Our proposed StrGNN framework
consists of three key components: ESG (Enclosing Subgraph Gen-
eration), GSFE (Graph Structural Feature Extraction), and TDN
(Temporal Detection Network), as illustrated in Figure 2.

2.2 ESG: Enclosing Subgraph Generation
For the first module, Enclosing Subgraph Generation, our goal is to
generate enclosing subgraph structure related to the target edge so
as to detect the anomalies more efficiently. Directly employing the
whole graph for analysis can be highly computational expensive,
especially considering the real-world networks with thousands or
even millions of nodes and edges. Recent work [51] also proved
that in Graph Neural Networks, each node is most influenced by its
neighbors. Therefore, in anomalous edge detection tasks, the sub-
graph structure centered on the target edge (or enclosing subgraph)
can be employed to detect anomaly more efficiently both in mem-
ory and computation aspects. We define the enclosing subgraph as
follows:

Definition 1. (Enclosing subgraph in static graphs) For a static
network 𝐺 = (𝑉 , 𝐸), given a target edge 𝑒 with source node 𝑥 and
destination node 𝑦, the ℎ−hop enclosing subgraph 𝐺ℎ𝑥,𝑦 centered
on edge 𝑒 can be obtained by {𝑖 |𝑑 (𝑖, 𝑥) ≤ ℎ ∨ 𝑑 (𝑖, 𝑦) ≤ ℎ}, where
𝑑 (𝑖, 𝑥) is the shortest path distance between node 𝑖 and node 𝑥 .

Definition 2. (Enclosing subgraph in dynamic graphs) For a tem-
poral network {𝐺 (𝑖) = {𝑉 (𝑖), 𝐸 (𝑖)}}𝑡

𝑖=𝑡−𝑤+1 with window size 𝑤 ,
given a target edge 𝑒𝑡 with source node 𝑥𝑡 and destination node

𝑦𝑡 , the ℎ−hop enclosing subgraph 𝐺ℎ
𝑥𝑡 ,𝑦𝑡

centered on edge 𝑒𝑡 is a
collection of all subgraph centered on 𝑒𝑡 in the temporal network
{𝐺 (𝑖)ℎ

𝑥𝑡 ,𝑦𝑡
| (𝑡 −𝑤 + 1) ≤ 𝑖 ≤ 𝑡}.

For a target edge 𝑒𝑡 , we extract the enclosing subgraph in dy-
namic graphs based on Definition 2. However, the extracted sub-
graph only contains topological information. Subgraphs extracted
based on different edges can result in the same topological structure.
To distinguish the role of each node in the subgraph, in this work,
we propose to annotate the nodes in the subgraph with different
labels.

A good node labeling function should convey the following in-
formation: 1) which edge is the target edge in the current subgraph,
and 2) the contribution of each node in identifying the category
of each edge. More specifically, given the edge 𝑒𝑡 and the corre-
sponding source and destination node 𝑥𝑡 and 𝑦𝑡 , we employ the
following node labeling function to label each node 𝑖 in the enclos-
ing subgraph 𝐺 (𝑖)ℎ

𝑥𝑡 ,𝑦𝑡
:

𝑓 (𝑖, 𝑥𝑡 , 𝑦𝑡 ) = 1 +min(𝑑 (𝑖, 𝑥𝑡 ), 𝑑 (𝑖, 𝑦𝑡 )) (1)
+(𝑑𝑠𝑢𝑚/2) [(𝑑𝑠𝑢𝑚/2) + (𝑑𝑠𝑢𝑚%2) − 1],

where 𝑑 (𝑖, 𝑥𝑡 ) is the shortest path distance between node 𝑖 and
node 𝑥𝑡 , and 𝑑𝑠𝑢𝑚 = 𝑑 (𝑖, 𝑥𝑡 ) + 𝑑 (𝑖, 𝑦𝑡 ).

In addition, the two center nodes are labeled with 1. If a node
𝑖 satisfies 𝑑 (𝑖, 𝑥𝑡 ) = ∞ or 𝑑 (𝑖, 𝑦𝑡 ) = ∞, it will be labeled as 0. The
label will be converted into a one-hot vector as the attribute 𝑋
for each node. By employing the node labeling function, we can
generate the label for each node, which can represent structure
information for the given subgraph. The category of the target
edge 𝑒𝑡 at timestamp 𝑡 can be predicted by analyzing the labeled
subgraph in the given time window.

2.3 GSFE: Graph Structural Feature Extraction
To analyze the structure of each enclosing subgraph from the given
time period, the Graph Convolution Neural Network (GCN) [27]
can be employed to project the subgraph into an embedding space.
In GCN, the graph convolution layer was proposed to learn the
embedding of each node in the graph and aggregate the embedding
from its neighbors. The layer-wise forward operation of graph
convolution layer can be described as follows:

𝐺 (𝑋,𝐴) = 𝜎 (𝐷̂−1/2𝐴𝐷̂−1/2𝑋𝑊 ), (2)

where 𝐴 = 𝐴 + 𝐼 is the summation of the adjacency matrix and
identity matrix, 𝜎 (·) denotes an activation function, such as the
𝑅𝑒𝐿𝑈 (·) = 𝑚𝑎𝑥 (0, ·), and 𝑊 is the trainable weight matrix. By
employing the graph convolution layer, each node can aggregate the
embedding from its neighbors. By stacking the graph convolution
layer in the neural network, each node can obtain more information
from other nodes. For example, each node can obtain information
from its 2-hop neighbors by stacking two graph convolution layers.

GCN can generate node embedding for detecting anomalous
edges in a single graph [7]. However, in our dynamic graph setting,
the anomalies should be determined in the context of {𝐺 (𝑖)ℎ

𝑥𝑡 ,𝑦𝑡
|𝑡 −

𝑤 ≤ 𝑖 ≤ 𝑡}. The number of nodes in different enclosing subgraphs
is commonly different, thus results in different sizes of the feature
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Figure 2: Illustration of our proposed StrGNN framework.

vector in different subgraphs. Therefore, it is challenging to ana-
lyze the dynamic graphs using Graph Neural Networks due to the
various sizes of the input.

To tackle this problem, we leverage the graph pooling tech-
nology to extract the fixed-size feature for each enclosing sub-
graph. Any graph pooling method can be employed in our proposed
StrGNN framework to extract the fixed-size feature for further anal-
ysis. In this work, we employ the Sortpooling layer proposed by
[54], which can sort the nodes in the enclosing subgraph based on
their importance and select the feature from the top 𝐾 nodes.

Given the node embedding 𝐻𝑖 corresponding to graph𝐺 (𝑖)ℎ
𝑥𝑡 ,𝑦𝑡

,
the importance score for each node in the Sortpooling layer is
defined as follows:

𝑆 (𝐻𝑖 , 𝐴) = 𝜎 (𝐷̂−1/2𝐴𝐷̂−1/2𝐻𝑖𝑊 1), (3)

where 𝐴 is the adjacency matrix of graph 𝐺 (𝑖)ℎ
𝑥𝑡 ,𝑦𝑡

, and𝑊 1 is the
projection matrix with output channel 1. Each node can obtain the
importance score by using Equation 3. All nodes in the enclosing
subgraph will be sorted in order of the importance score. And
only the top 𝐾 nodes will be selected for further analysis. For the
subgraphs that contain less than 𝐾 nodes, the zero-padding will
be employed to guarantee that each subgraph contains the same
fixed-size feature.

2.4 TDN: Temporal Detection Network
The Graph Structural Feature Extraction module can generate low-
dimensional features for anomaly detection. However, it does not
consider the temporal information, which is of great importance
for determining the category (i.e., anomaly or normal) of an edge
in the dynamic setting.

Given the extracted structural feature {𝐻𝑖 }𝑡𝑖=𝑡−𝑤 , 𝐻𝑖 ∈ 𝑅𝐾×𝑑 ,
where 𝐾 is the number of selected nodes in each graph, and 𝑑 is
the dimension of feature for each node, in this work, we employ
the Gated Recurrent Units (GRUs) [15], which can alleviate the
vanishing and exploding gradient problems [20], to capture the
temporal information as:

𝑧𝑡 = 𝜎 (𝑊𝑧𝐻̂𝑡 +𝑈𝑧ℎ𝑡−1 + 𝑏𝑧) (4)
𝑟𝑡 = 𝜎 (𝑊𝑟 𝐻̂𝑡 +𝑈𝑟ℎ𝑡−1 + 𝑏𝑟 ) (5)
ℎ
′
𝑡 = tanh(𝑊ℎ𝐻̂𝑡 +𝑈ℎ (𝑟𝑡 ◦ ℎ𝑡−1) + 𝑏ℎ) (6)

ℎ𝑡 = 𝑧𝑡 ◦ ℎ𝑡−1 + (1 − 𝑧𝑡 ) ◦ ℎ
′
𝑡 , (7)

where ◦ represents the element-wise product operation,𝑊 ,𝑈 , and
𝑏 are parameters. The GRU network takes the feature at each times-
tamp as input, and feeds the output of current timestamp into
the next timestamp. Therefore, the temporal information can be
modeled by the GRU network. The output of last timestamp ℎ𝑡
is employed to analyze the category of the target edge 𝑒𝑡 . The
anomalous edge detection problem can be formulated as follows:

𝐿 = −(𝑦𝑡 log(𝑔(ℎ𝑡 )) + (1 − 𝑦𝑡 ) log(1 − 𝑔(ℎ𝑡 ))), (8)

where 𝑔(·) is a fully connected network, and 𝑦𝑡 is the category of
edge 𝑒𝑡 .

For the anomaly detection task, in many real-world cases, the
dataset does not contain any anomalous samples or only contain a
small number of anomalous samples.

One straightforward way of generating negative samples is to
draw samples from a “context-independent” noise distribution (such
as Random sampling or injected sampling [2]), where a negative
sample is independent and does not depend on the observed sam-
ples. However, due to the large anomalous edge space, this noise
distribution would be very different from the data distribution,
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which would lead to poor model learning. Thus, in this work, we
propose “context-dependent” negative sampling strategy.

The intuition behind our strategy is to generate negative samples
from “context-dependent” noise distribution. Here, the “context-
dependent” noise distribution for the sampled data 𝐸 ′ is defined
as: 𝑃𝐸′ ∼ 𝑃 (𝐸) ∗ ( 1

𝑁 ∗|𝐸 | ), where 𝑃 (𝐸) denotes the observed data
distribution, |𝐸 | is the number of edges in the graph, and 𝑁 is
the number of nodes in the graph. Specifically, we first randomly
sample a normal vertex pair 𝑒 = {𝑥𝑎, 𝑥𝑏 } in the graph. Then, we
replace one of the nodes, say 𝑥𝑎 with a randomly sampled node 𝑥 ′
in the graph and form a new negative sample 𝑒 ′ = {𝑥 ′, 𝑥𝑏 }. If 𝑒 ′ is
not belongs to the normal graph, we retain the sample, otherwise,
we delete it.

The overall training procedure is summarized as in Algorithm 1.
The proposed StrGNN framework is quite flexible and easy to be
customized. Any network that can capture the temporal informa-
tion can be used in our proposed framework, such as Convolution
Neural Network (CNN) and Vanilla Recurrent Neural Network
(RNN).

Algorithm 1: StrGNN: Structural Graph Neural Networks
for Anomaly Detection in Dynamic Graphs
Input: {𝐺 (𝑡) = {𝑉 (𝑡), 𝐸 (𝑡)}}𝑛

𝑡=1; The number of hops ℎ;
Window size𝑤 .

1 Generating negative samples from “context-dependent”
noise distribution if necessary;

2 Extract ℎ-hop enclosing subgraphs based on Definition 2;
3 Generate the label for each node in the subgraph using

Equation 1;
4 Extract the graph structure features;
5 Model the temporal information using GRU;
6 Train the detector using Equation 8.

3 EXPERIMENTS
In this section, we evaluate StrGNN on six benchmark datasets
and a real enterprise network.

3.1 Datasets
We conduct experiments on six public datasets from different do-
mains. We construct one graph per timestamp for each dataset. The
statistics of the preprocessed datasets are shown in Table 1. The
UCI Messages dataset [35] is collected from an online community
platform of students at the University of California, Irvine. Each
node in the constructed graph represents a user in the platform.
And the edge indicates that there is a message interaction between
two users. The Digg dataset [16] is collected from a news website
digg.com. Each node represents a user of the website, and each
edge represents a reply between two users. The Email dataset is
a dump of emails of Democratic National Committee. Each node
corresponds to a person. And the edge indicates an email commu-
nication between two persons. The Topology [53] dataset is the
network connections between autonomous systems of the Internet.
Nodes are autonomous systems, and edges are connections between
autonomous systems. The Bitcoin-alpha and Bitcoin-otc [28, 29]

Table 1: Statistics of the datasets in dynamic graph setting.

Dataset #Vertex #Edge #Timestamp
UCI Messages 1,899 13,838 190
Digg 30,360 85,155 16
Email 2,029 3,724 20
Topology 34,761 107,661 21
Bitcoin-alpha 3,783 14,124 63
Bitcoin-otc 5,881 21,492 63

datasets are collected from two Bitcoin platform named Alpha and
OTC, respectively. Nodes represent users from the platform. If one
user rates another user on the platform, there is an edge between
them.

3.2 Baselines
We compare StrGNNwith two traditional graph anomaly detection
based methods and four network embedding based baselines.

• SedanSpot [19]: SedanSpot is a principled randomized al-
gorithm. It uses a holistic random walk based edge anomaly
scoring function to compare an incoming edge with the
whole (sampled) graph.

• CM-Sketch [40]: CM-Sketch is an anomaly detection model
based on global and local structural properties of an edge
stream. It utilizes Count-Min sketch for approximating these
properties.

• Node2Vec [23]: Node2Vec combines breadth-first traversal
and depth-first traversal in the random walks generation
procedure. The embedding is learned using Skip-gram tech-
nology.

• Spectral Clustering [47]: To preserve the local connection
relationship, the spectral embedding generates the node em-
bedding by maximizing the similarity between nodes in the
neighborhood.

• DeepWalk [38]: DeepWalk generates the random walks
with given length starting from a node and learns the em-
bedding using Skip-gram.

• NetWalk [52]: NetWalk generates several random walks for
each vertex and learns a unified embedding for each node us-
ing auto-encoder technology. The embedding representation
will be updated along the time dimension.

For the first three baselines, after representation learning, the
same K-means clustering based method (as in NetWalk [52]) is used
for anomaly detection.

3.3 Experiment Setup
The parameters of StrGNN can be tuned by 5-fold cross-validation
on a rolling basis. Here, by default, we set the window size𝑤 to 5
and the number of hops ℎ in enclosing subgraph to 1. We employ
a Graph Neural Network with three graph convolution layers to
extract graph features. The size of the output feature map is set to 32
for all three layers. The outputs of all three layers are concatenated
as the embedding feature. The selected rate in the Sortpooling layer
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Table 2: AUC comparison on six benchmark datasets.

Methods UCI Digg Email
1% 5% 10% 1% 5% 10% 1% 5% 10%

SedanSpot 0.7342 0.7156 0.7061 0.6976 0.6784 0.6396 0.7427 0.7362 0.7235
CM-Sketch 0.7320 0.6968 0.6835 0.6884 0.6675 0.6358 0.7053 0.6946 0.6876
Node2Vec 0.7371 0.7433 0.6960 0.7364 0.7081 0.6508 0.7391 0.7284 0.7103
Spectral Clustering 0.6324 0.6104 0.5794 0.5949 0.5823 0.5591 0.8096 0.7857 0.7759
DeepWalk 0.7514 0.7391 0.6979 0.7080 0.6881 0.6396 0.7481 0.7303 0.7197
NetWalk 0.7758 0.7647 0.7226 0.7563 0.7176 0.6837 0.8105 0.8371 0.8305
StrGNN 0.8179 0.8252 0.7959 0.8162 0.8254 0.8272 0.8775 0.9103 0.9080

Methods Bitcoin-Alpha Bitcoin-otc Topology
1% 5% 10% 1% 5% 10% 1% 5% 10%

SedanSpot 0.7380 0.7264 0.7085 0.7346 0.7284 0.7156 0.6873 0.6742 0.6672
CM-Sketch 0.7146 0.7015 0.6887 0.7412 0.7338 0.7242 0.6687 0.6605 0.6558
Node2Vec 0.6910 0.6802 0.6785 0.6951 0.6883 0.6745 0.6821 0.6752 0.6668
Spectral Clustering 0.7401 0.7275 0.7167 0.7624 0.7376 0.7047 0.6685 0.6563 0.6498
DeepWalk 0.6985 0.6874 0.6793 0.7423 0.7356 0.7287 0.6844 0.6793 0.6682
NetWalk 0.8385 0.8357 0.8350 0.7785 0.7694 0.7534 0.8018 0.8066 0.8058
StrGNN 0.8574 0.8667 0.8627 0.9012 0.8775 0.8836 0.8553 0.8352 0.8271

is set to 0.6. In terms of the temporal neural network, the hidden
size of GRU is set to 256. We employ Adam method [26] to train
the network. The learning rate of Adam is set to 1𝑒 − 4. We employ
batch training in the experiments and the batch size is set to 32 for
our proposed StrGNN method. StrGNN is end-to-end trained for
50 epochs. We use the first 50% edges as the training dataset, and
the rest as the test dataset. Due to the challenges in collecting data
with ground-truth anomalies, we use anomaly injection method
to create the anomalous edges [2]. The metric used to compare
the performance of different methods is AUC (the area under the
ROC curve). The higher AUC value indicates the high quality of
the method.

3.4 Results on Benchmark Datasets
We first compare StrGNN with the baseline methods on six bench-
mark datasets with different percentages (i.e., 1%, 5%, and 10% as
indicated in Table 2) of anomalous edges injected. The experimental
results in Table 2 show that StrGNN outperforms all four embed-
ding based baselines on all the benchmark datasets. In particular,
on Bitcoin-otc data, StrGNN has gained more than 10% improve-
ment over all four baseline methods. This is because our proposed
StrGNN method can be trained end-to-end. Therefore, the feature
extraction module can be trained more efficient to capture the struc-
tural variation for anomaly detection. In contrast, the embedding
based baselines are two-stage methods. During the first stage, the
embedding based method is used to generate embedding for each
node in the graph. Thus, the training of embedding does not take
the anomaly detection into consideration. This limits the perfor-
mance of embedding based method. However, most of the network

Table 3: AUC results with different hops of enclosing sub-
graph on UCI Messages.

1% 5% 10%
1-hop enclosing subgraph 0.8179 0.8252 0.7959
2-hop enclosing subgraph 0.8216 0.8274 0.7987
3-hop enclosing subgraph 0.8227 0.8294 0.8005

embedding-based approaches (i.e., Node2Vec, DeepWalk, and Net-
Walk) still outperform the traditional models (i.e., SedanSpot and
CM-Sketch). The results also show that compared with the baseline
methods, StrGNN is less sensitive to the number of injected anom-
alies. And even if 10% anomalies are injected, the performance of
StrGNN is still acceptable.

Table 4: AUC results with different sizes of time window on
UCI Messages.

1% 5% 10%
𝑤 = 3 0.7565 0.634 0.7478
𝑤 = 4 0.7987 0.8048 0.7646
𝑤 = 5 0.8179 0.8252 0.7959
𝑤 = 6 0.8186 0.8218 0.7937
𝑤 = 7 0.8148 0.8197 0.7924
𝑤 = 10 0.8086 0.8136 0.7879

3.4.1 Parameter Sensitivity Analysis. In the experiments, we eval-
uate the influence of each parameter: the number of hops ℎ and
the window size𝑤 , respectively. The AUC results of StrGNN with
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different ℎ on UCI Messages (with accumulated graph setting) are
shown in Table 3. StrGNN with 2-hop or 3-hop subgraph achieves
similar performance as 1-hop but requiring way more computa-
tional cost. Table 4 shows that StrGNN achieves a slightly better
performance with the parameter 𝑤 = 5, but the overall perfor-
mance haven’t been significantly affected by the window size when
5 ≤ 𝑤 ≤ 10.

50% 55% 60% 65% 70% 75% 80% 85% 90%
Training Percentage

0.78

0.8

0.82

0.84

0.86

0.88

AU
C

Figure 3: Stability over the training percentage of StrGNNon
UCI Messages with 10% anomalies.

We also evaluate our proposed model using training data with
different ratios. The AUC results on UCI Messages are shown in
Figure 3. It can be seen from the results that the AUC increases
with the percentage of training data ranging from 50% to 75%, and
then the performance stays relatively stable.

3.5 Results on Intrusion Detection Application
To evaluate the effectiveness of StrGNN on practical applications
with real anomalies, we apply it to detect malware attacks in the
enterprise environment. We collect a 4-week period of data (with
about ten thousand normal process-level and network-level event
records) from a real enterprise network composed of 109 hosts (87
Windows hosts and 22 Linux hosts).

We also need to prepare the ground truth of “abnormal events” to
evaluate the proposed approach. Unfortunately, in reality, compared
to normal events the intrusion attacks rarely happen. In one single
enterprise network, real attacks happen only several times in a year.
Therefore, we want to make the evaluation as close to real scenarios
as possible. We internally build the “attack testbed”, and randomly
pick a few hosts as targets on which different types of attacks are
injected. In particular, we collaborate with an industrial company
working on commercial enterprise security products. The attacks
were performed by professional hackers hired by the company. We
choose six typical attacks [5, 31] in the following:

Figure 4: Attack testbed example related to the Diversifying
Attack Vectors attack.

(1) Diversifying Attack Vectors. This intrusion scenario is a six-
step attack chain [5], as shown in Figure 4. First, hackers
create malicious php files, download malware binary (tro-
jan.exe), and connect back to them. Then, they run the pro-
cess notepad.
exe to perform DLL injection. Next, they use mimikatz and
kiwi to perform memory operation inside the meterpreter
context. Finally, they copy and run PwDump7.exe andwce.exe
on target hosts.

(2) Emulating Enterprise Environment. This intrusion includes
seven steps. First, attackers generate telnet processes to cre-
ate malware binary, open reverse connection, and download
malware binary (trojan.exe). Then, trojan.exe is created to
connect back to hackers, and DLL is injected through the
running process notepad.exe. The hackers use mimikatz and
kiwi for memory operation inside the meterpreter context.
Finally, malware PwDump7.exe and wce.exe are copied and
run on target hosts.

(3) Domain Controller Penetration. In this five-step attack chain,
the hackers first send an email attaching a document that
includes the malware python32.exe. This malware opens a
connection back to hackers so that they can run notepad.exe
and perform reflective DLL injection to obtain needed privi-
leges. Then, they transfer password enumerator and run the
process gsecdump-v2b5.exe to get all user credentials. Finally,
they probe the SQL server address and dump the database
into their own bases.

(4) MLS Attack (MLS): This attack targets at the /selinux/mls
file, which defines the Multi-Level Security(MLS) classifica-
tion of files within the host. In general, the /selinux/mls file
should be kept secret to all users except for security admin-
istrator, as it exposes security rules of a computer system
and enables attackers to find potential vulnerabilities. By
the intrusion attack, attackers first exploit the ssh process
to access /selinux/mls file. If the file access is successful, file
content is sent to attacker’s hosts.
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(5) Snowden Attack (SNO): This attack targets at the /etc/passwd
file, which stores the password digest of all users as well
as user group information. First, the attacker tries to access
/etc/passwd file by gvfs process, which enables easy access
from a remote host via FTP. Then the attacker tries to send
the file via an INETSocket.

(6) Botnet Attack (BOT): In this attack, the remote intruder em-
ploys the bash process to scan a sensitive file /var/log/apt/histo-
ry.log. This file stores detailed installation messages. Attack-
ers are interested in it as they can exploit the vulnerabilities
of installed softwares. The sensitive information is leaked
via an INETSocket.

Table 5: Results on intrusion detection.

Method AUC
SedanSpot 0.76
CM-Sketch 0.68
Node2Vec 0.71
Spectral Clustering 0.65
DeepWalk 0.76
Netwalk 0.90
StrGNN 0.99

We consider all events within the first three weeks as the “long-
term normalities”. Then, the malicious events by the hackers exe-
cuted during different periods of the fourth week. In total, there are
82 attack records by executing different types of attacks including
ATP attacks, Trojan attacks, and Puishing Email attacks. Based on
the enterprise network event data, we construct an accumulated
graph per day with nodes representing hosts and edges represent-
ing the network connection relationships. Based on the constructed
graphs, we apply StrGNN and the baseline methods to detect the
attacks.

The AUC results are shown in Table 5. We can see that StrGNN
achieves an increase of 9% − 34% in AUC over the six baseline
methods. Based on the experimental results, we also find that with
the optimal hyperparameter setting, StrGNN can capture all 82 true
alerts, while the baseline methods can only capture 72 true alerts
at most. Meanwhile, StrGNN only generates 164 false positives
while the baseline methods generate at least 335 false positives.
The results demonstrate the effectiveness of StrGNN in solving
real-world anomaly detection tasks.

4 RELATEDWORK
In this section, we briefly introduce previous work on anomaly
detection, especially on embedding based anomaly detection for
graphs.

4.1 Anomaly Detection
Many traditional machine learning methods have been proposed
to tackle anomaly detection tasks [6, 24]. One-class SVM [43] was
proposed to learn the boundary of normal samples, and detect the
anomaly based on the learned boundary. Due to the computation
cost, it takes more time on the large scale dataset. Robust covari-
ance [37] fits the data with a pre-defined distribution, and detect

the anomaly by computing the distance between the sample and
estimated distribution. Isolation forest [32] was proposed to isolate
and detect the anomaly. Local outliers detection [4] estimates the
density of a given dataset and detects the anomaly. When the fea-
ture space of a given dataset can represent the relationship between
samples, the density-based method is efficient to detect the anomaly.
Only recently, the deep neural network based one-class classifier
(Deep SVDD) is proposed by Ruff et al. [42]. Inspired by SVDD [46],
the authors designed a novel one-class classification objective that
has very nice theoretical properties and can effectively train CNNs
for image anomaly detection tasks. Unlike Deep SVDD and SVDD
that mainly focus on dense data such as images, OC4Seq [50], a
multi-scale one-class recurrent neural network, was proposed for
detecting anomalies in discrete event sequences.

Anomaly detection is more challenging in graph setting due
to the complexity of the data. In recent years, there have been
increasing interests in learning the network embedding of the graph,
which can further be employed to detect anomaly combing with
the tradition anomaly detection methods.

4.2 Anomaly Detection on Static Graphs
Inspired by word embedding methods [3, 34] in natural language
processing tasks, recent advances such as DeepWalk [38], LINE [45],
and Node2Vec [23] have been proposed to learn node embedding
via the skip-gram technology. The DeepWalk generates random
walks for each vertex with a given length and picks the next step
uniformly from the neighbors. The skip-gram is employed to learn
the embedding from the node sequence. To preserve the local con-
nection relationship, the spectral embedding generates the node
embedding by maximizing the similarity between neighborhood
nodes. Different from DeepWalk, the LINE [45] preserves not only
the first-order (observed tie strength) relations but also the second-
order proximities (shared neighborhood structures of the vertices).
Node2Vec [23] uses two different sampling strategies (breadth-first
sampling and depth-first sampling) for vertices that result in dif-
ferent feature representations. Through the network embedding
technology, both anomalous node and edge detection tasks can be
performed with traditional anomaly detection methods.

4.3 Anomaly Detection on Dynamic Graphs
Dynamic graphs are more complex due to the variation of the graph
structure. That is, the vertices and edges are changing along the
time dimension. Network embedding methods such as DeepWalk,
LINE, NODE2VEC can only learn the embedding on a given graph.
When dealing with a series of graphs, these methods cannot cap-
ture the dependency across different graphs/snapshots. To capture
the dependency between different graphs along the time dimen-
sion, recently few network embedding based methods have been
proposed [55]. Dyngem [22] employs the auto-encoder method to
learn the embedding for each graph, and a constraint loss function
is employed to minimize the difference between all graphs. Dyn-
graph2vec [21] uses the Recurrent Neural Network to capture the
temporal information and learn the embedding using auto-encoder
technology. Recently, NetWalk [52], one of the state-of-the-artmeth-
ods for anomaly detection in dynamic networks, is proposed to
learn the embedding while considering the temporal dependency
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and detect the anomaly using the clustering-based method. The
NetWalk generates several randomwalks for each vertex and learns
a unified embedding for each node using auto-encoder technology.
The embedding representation is updated along the time dimension.

5 CONCLUSION
In this paper, we investigated an important and challenging problem
of anomaly detection in dynamic graphs. Different from network
embedding based methods that focus on learning good node rep-
resentations, we proposed StrGNN, a structural temporal Graph
Neural Network to detect anomalous edges by mining the unusual
temporal subgraph structures. StrGNN can be trained end-to-end
and it is not sensitive to the percentage of anomalies. We implement
and deploy our approach to a real enterprise security system, and
evaluate the proposed algorithm for intrusion detection tasks. Our
method achieved superior detection performance with zero false
negatives. We also evaluated the proposed framework using ex-
tensive experiments on six benchmark datasets. The experimental
results convince us of the effectiveness of our approach.
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